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Abstract. In recent years, an increasing interest in recommendation
systems has emerged both from the research and the application point of
view and in both academic and commercial domains. The majority of
comparison techniques used for formulating recommendations are based
on set-operations over user-supplied terms or internal product computa-
tions on vectors encoding user preferences. In both cases however, the
"identical-ness" of terms is examined rather than their actual semantic
relevance. This paper proposes a recommendation algorithm that is
based on the maintenance of user profiles and their dynamic adjustment
according to the users’ behavior. Moreover, this algorithm relies on the
dynamic management of communities, which contain "similar" and
"relevant" users and which are created according to a classification al-
gorithm. The algorithm is implemented on top of a community man-
agement mechanism. The comparison mechanism used in the context of
this work is based on semantic relevance between terms, which is evalu-
ated with the use of a glossary of terms.

1 Introduction

In recent years, an increasing interest in recommendation systems has emerged both
from the research and the application points of view, and in both academic and com-
mercial domains. Many online “e-shops” have adopted recommendation techniques to
recommend new items to their customers based on a logged history of previous pur-
chases or transactions. The majority of existing recommendation systems does not
adequately address the information filtering needs of their users. A principal require-
ment main reason for such systems is the employment of a mechanism for filtering
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information that is available through the Web, and dynamically adjust it to the user’s
needs and interests [1]. Information filtering and its subsequent tailoring to the user’s
interests constitute the ultimate goals of recommendation systems. Modern recom-
mendation systems mainly base their functionality on one of two approaches, in order
to recommend a document or product to a user. These two approaches are content-
based filtering and collaborative-filtering [2,3,6,7] respectively. The adoption of the
former or the latter depends on the type of information that a system aims to provide
to its users.

In the content-based approach, the system filters information (typically a docu-
ment) and aims to provide recommendations based on the contents of this document.
Hence, given their preferences, recommendations for documents that are relevant to
their interests are forwarded to the users [2,3]. Such an approach has been mainly
adopted by information retrieval [7,8] and machine learning systems [9,10,11]. For
instance, in the case of text documents, recommendations are provided based on the
degree of matching between the content of a document and a user’s profile. The user’s
profile is built and maintained according to an analysis that is applied to the contents
of the documents that the user has previously rated [11,12]. The user’s ratings in com-
bination with a mechanism for obtaining the feature terms of a document [2,3,4,5] are
the only requirement of these systems.

On the other hand, systems adopting the collaborative-filtering approach, aim to
identify users that have relevant interests and preferences with a particular user.
Thereafter, the documents that these users prefer are recommended to that particular
user. The idea behind this approach is that, it may be of benefit to one’s search for
information to consult the behavior of other users who share the same or relevant
interests and whose opinion can be trusted [4]. Such systems take advantage of the
documents that other users have already “discovered” and rated. In order for these
systems to be able to “detect” the relevance between users, there must be a compari-
son mechanism, which in this case too, is the usage of user profile information
[11,12]. The requirement imposed by such systems is that new users have to rate some
documents, so that profiles can be built for them [2,3,4,5].

If these two approaches are applied separately, they present crucial disadvantages
and suffer from specific problems. In order for these problems to be dealt with, hybrid
approaches need to be devised. Motivated by these issues, this paper presents such a
hybrid approach in which the semantic (and not solely lexical) relevance of terms in
dynamically maintained user profiles is exploited for the formulation of recommenda-
tions.

The rest of the paper is organized as follows. Section 2 presents a comparison be-
tween content-based filtering and collaborative filtering as well as the benefits of
hybrid approaches. Section 3 describes the proposed algorithm for formulating rec-
ommendations. Section 4 presents preliminary experimental results. Section 5 summa-
rizes our contribution and draws directions for further research.
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2  Comparing Content-Based and Collaborative Filtering

A representation of the data available in a recommendation system is depicted in Fig-
ure 1. Data are represented by means of a matrix whose rows correspond to users and
columns correspond to items. Each item is associated with a feature vector. A feature
vector can represent an item in different ways. For example we can consider the case
of text documents where the (binary) feature vector denotes whether a term is pre-
sented or not in a certain document. This means that ‘1” would denote the appearance
of a certain term in the document while ‘0’ would denote the opposite. The elements
of this matrix are binary, indicating whether a user has rated an item.

Feature vectors of items
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Fig. 1. Representation of data in recommendation systems

The main difference between content-based and collaborative-filtering systems is
found in the way they use the available data. Content-based system use only the fea-
ture vector of the item that a user has rated (columns with ‘1) and ignore the items
that other users have rated. Therefore, they utilize only the last row of the matrix and
the feature vector of the items, ignoring the data in the first n rows [4,5].

Systems adopting collaborative filtering on the other hand, formulate their recom-
mendations based solely on the ratings of other users that are considered relevant to a
given user. Thus, in this case, only the data within the matrix and not the feature vec-
tors are used. These systems identify the users, which are interested in the items that a
given user is also interested in, by checking the columns with ‘1’ in the last row and
the preceding n rows with ‘1’ in the same columns [2,4].

Both approaches have certain shortcomings. One problem with content-based sys-
tems is that, in some applications, it is often difficult, and in others even infeasible, to
describe the items as vectors or as some other form (such items for example are im-
ages, movies and general multimedia items). As a result, we are not able to compare
the relevance of such items; we can only check their identity. A second problem is
over-specialization, meaning that recommendations can only be made for items that
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are similar to what a user has already rated [2,3,4,5]. Finally, a less severe problenﬂ is
that each new user starts with an empty profile. In order for the recommendation sys-
tem to achieve a high degree of accuracy, the user must rate a number of items. The
users’ ratings constitute the only factor that influences the subsequent performance of
the system [2,4].

Collaborative filtering systems avoid the aforementioned problems of content-
based systems but suffer from others. Specifically, an item can be recommended to a
user, even if it is not so similar to those the user has already rated. Recommendations
for this particular item are based on the preferences of other “relevant” users. In these
systems, rather than computing the similarity of items, the similarity of users is com-
puted [2]. However, if a new item appears in the system’s database, the system cannot
consider it and thus it will not be able to provide recommendations for that until an-
other user rates it. Furthermore, for a user whose preferences and, thus, profile, are
“unusual” compared to the rest of the users, there will probably not be any good rec-
ommendations, since there will not be any other relevant users [2,4,5].

It is becoming obvious that techniques that base their functionality on either of
these approaches or both but apply them separately present crucial disadvantages. In
order for these problems to be dealt with, hybrid approaches combining techniques
from both types of systems are adopted. Hence, content-based techniques are usually
used in order to build and maintain users’ profiles. Then, collaborative filtering tech-
niques are applied on these profiles, so that the relevant users can be identified and
can thereafter form a community. Furthermore, collaborative filtering techniques are
applied on these communities in order for recommendations to be provided. Each such
community can also be considered as a single user and it is feasible thereafter for
recommendations to be provided to an entire community.

3  User Classification and Recommendations

In this section, a general recommendation algorithm that adopts a hybrid approach is
presented. This algorithm is based on the maintenance of a user-profile for each user
and on the dynamic adjustment of this profile to the user’s behavior. Moreover, the
algorithm is based on the dynamic management of communities that encompass "rele-
vant" users [12,13]. The classification of users into communities and the identification
of "relevant" users are based on the examination of users’ profiles.

The goal is to devise techniques that are applicable for both content-based and
collaborative filtering. The maintenance of the profiles is performed according to a
user’s behavior, always taking into account the user’s ratings on documents [1,13,14].
Hence, techniques from content-based systems are used in order for the documents to
be analyzed and the user profiles to be properly updated. Thereafter, the algorithm for
user classification into communities is activated with the result of classifying relevant
users into the same community. Subsequently, techniques from collaborative filtering
are applied on the derived communities, in order for recommendations to be provided
to their members.

! Many do not consider this as a problem at all.
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We believe that the suggested method deals well with the problems of the recom-
mendations systems. The only requirement imposed to users is that they must rate
some documents, so that a profile can be build for them. The larger the number of
documents a user rates, the better and more adequate are the recommendations that
this user will receive. We also claim that, regardless of a user’s distinctiveness, the
classification algorithm will classify that user into the appropriate communities. A user
must have a quite idiomorphic profile, so as to be left out of all the communities.

The above claim is founded on the fact that the comparison mechanism of the algo-
rithm bases its functionality not on “identicalness” of the users but on semantic rele-
vance of them. To be more specific, users’ semantic relevance implies terms’ semantic
relevance and terms’ semantic relevance is evaluated according to various criteria
(e.g., synonymity, subsumption) of semantic relevance. Such criteria for evaluation
can be provided by dictionary of terms such as WordNet [26]).

3.1 Characterizing User Interests: User Profiles

The interests and the preferences of each user are expressed through terms that par-
ticipate into the user’s profile that is built and dynamically maintained. The next para-
graphs describe user profiles and the way the profiles are maintained.

Each term in a user profile expresses, in a certain degree, the likes of a particular
user. A weight is associated to each term for denoting this degree. This weight indi-
cates the importance of the term in the user’s interests [1,15]. The weights dynami-
cally change as a result of the user’s behavior, and so the importance of that term in
the user’s interests changes as well [1,15,16,17,18,19,20,21,22]. Moreover, if the
weight of a term becomes zero, that term is removed from the profile.

According to their associated weights, all terms in a profile are classified into two
groups: one that contains “heavier” terms (called “LONG-TERMS”), and one con-
taining the “lighter” ones (called “SHORT-TERMS”). This classification / characteri-
zation denotes whether a term expresses the user’s interests at a high or low degree
respectively [1,21,23]. As an example, Figure 2 depicts the weights and respective
characterizations of terms relevant to Computer Science bibliography for a weight
threshold of 20. This characterization is closely related to the weights, meaning that
whenever the weight changes, according to the user’s behavior, this characterization
may also change accordingly. If the weight of a term exceeds a certain threshold then
the characterization will automatically change to “LONG-TERM” and if it falls below
that threshold it will change to “SHORT-TERM?”. The usage of that characterization is
mainly adopted for practical reasons and is particularly helpful in order for the terms
to be visibly distinguishable.

Every time a user rates a document, the user profile is properly adjusted according
to the relevance the document has with her interests. This means that, depending on
whether the rating is positive or negative, the weight of some terms (and consequently
the characterization) will change and either increase or decrease accordingly. Moreo-
ver, if the rating is positive then some new terms might be inserted into profile.

For example, if the user rates positively a document, which contains the term ‘Arti-
ficial Intelligence’, then that term’s weight will increase. If this happens again and
again then the weight will exceed the threshold and thus the term will be considered as
a “LONG-TERM”. More details are presented in the following subsections.
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Term Weight | Characterization
Sof . e. 32 |LONG-TERM
Engineering
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Artificial 18 | SHORT-TERM

intelligence

Fig. 2. A user profile (with threshold of change equal to 20)

3.1.1 Automatic Profile Maintenance

The maintenance of profiles is carried out by applying a gradual decrement of all term
weights in a profile. This decrement is performed without being noticed by the user
and it is applied periodically at appropriate times. The exact time intervals between
successive applications of weight modification may depend on the application in
question. It is obvious that automatic profile maintenance cannot be applied, say every
day, because a user may not carry out any action for the time span of a day and so it
would be unwarranted to change the profile in any way. Thereafter, it is important to
define precisely the appropriate time points, which in our case are considered to be the
time points at which a user acts and which are expressed by the ratings of the docu-
ments.

In the previous subsection, we mentioned that whenever the user rates some docu-
ments, an adjustment of the profile is performed and either new terms are inserted into
profile or the weights of some terms are appropriate updated. The terms inserted into
the profile, are the “characteristic terms” of the rated documents. “Characteristic
terms” are meant to be those terms of the documents, which are produced by a textual
analysis that is performed so that the “stop words” (terms which do not have any spe-
cial meaning for the document) are discarded [24,25].

In addition to the above procedure, which is directly related to the documents that a
user has rated, a further adjustment of the profile is deemed necessary. This adjust-
ment is based on continuous and gradual decrement of the weight of each term, inde-
pendently of the rated documents. In this manner, all terms automatically lose some
degree of importance as far as user interests are concerned. The main goal of this
procedure is to achieve better and more “fair” distinction of the terms in the “LONG-
TERM” and “SHORT-TERM?” lists. Hence, as long as a term is not affected by the
user’s ratings, its weight decreases and so this term will soon be considered as a
“SHORT-TERM”, meaning that it loses some of the importance it has among the rest
of the user’s interests.
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On the other hand, a term that is usually affected positively by the user’s ratings has
a high weight value and thus, if the weight has exceeded a certain value, it is consid-
ered “LONG-TERM”. This means that user’s likes are well expressed by that term and
due to its high weight it will not be affected immediately by the automatic profile
maintenance. Consequently, the more important a term is the more it will take for it to
lose that importance. Conversely, the less important a term is the less it will take for it
to lose that importance.

By applying this procedure for automatic profile maintenance, an additional goal is
achieved. The weights of terms which are not affected by the user’s ratings, meaning
that they probably do not have any importance in her interests, gradually decrease
until they become zero and are removed from the profile. Hence, by applying auto-
matic profile maintenance, terms which no longer express the likes of a user, are
automatically and without that user’s interference removed from her profile.

3.2 Description of the Algorithm

The algorithm, which is proposed in this paper, forms the basis for a dynamically
adjustable to a user’s behavior recommendation algorithm. The goal of this algorithm
is the users’ classification into communities according to their relevant interests.

3.2.1 Algorithm’s Requirements

The algorithm bases its functionality on user profiles. It expects that the terms in those
profiles are associated with a weight, which denotes the importance of that term. Also,
it expects that the terms in a profile can be distinguished into two groups, “LONG-
TERMS” and “SHORT-TERMS”, as described in section 3.1 above.

3.2.2  Algorithm’s Operational Procedure

Given the fact that each user can be described by a set of terms, checking users’ rele-
vance is reduced to checking the relevance of their associated sets of terms. Hence, the
algorithm must consider the creation of such a set per user. In order for these sets to
be created, all the “LONG-TERMS” are selected at first and are inserted into that set.
All “LONG-TERMS?” are selected, without any discrimination, because they express
the user’s likes at a high degree and it is considered fair to select them all. In addition
to this selection, a portion of the rest of terms, which are characterized as “SHORT-
TERMS?”, is selected. This is a percentage value specified as a parameter for the algo-
rithm (selection percentage) and thus it can vary. The portion of the “SHORT-
TERMS” selected comprises the most important terms according to the weights.
Eventually, a set of terms, which contains all the “LONG-TERMS” of the profile and
a portion of the “SHORT-TERMS?”, is created for each user.

For instance, consider the user profile shown in the left part of Figure 3 where the
terms that are eventually going to be selected have been emphasized. The right part of
Figure 3 shows the set of terms that will be created by the algorithm. In this example
the selection percentage equals 20% and one term is finally selected, since there are
only 3 “SHORT-TERMS”. The “SHORT-TERM” which is selected is the one with
the greatest weight (in our example it is ‘Artificial Intelligence’ with weight 18).
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Fig. 3. Selection of terms from a user profile with 20% selection percentage

The above procedure for term selection is defined so that the terms, which more accu-
rately express the likes and the interests of each user be selected. Since the “LONG-
TERMS” express the user’s likes at a high degree, they are all selected without any
distinction. Moreover, a portion of the most significant “SHORT-TERMS” is also
selected. This is mainly done so that users with no “LONG-TERMS” in their profile
can be taken into account as well.

Concerning the selection percentage, this is adopted so that the algorithm acts in a
fair manner for all users, independently of the terms in each profile. That means that
the more “SHORT-TERMS” are contained in a user profile, the more terms will be
selected for the set, which will be created for that user by the algorithm. So, for the
users who have a huge profile, which statistically implies many “SHORT-TERMS” in
it as well, a lot of terms will finally be selected in addition to the “LONG-TERMS”,
which are selected in their totality in any case.

The previous distinction implies that users with big profiles are described in a more
“detailed” manner as compared to users with small ones. Besides, big profiles usually
reveal users with high activity and behavior, as accrued by their ratings. Hence, it
would be fair for them to participate in the algorithm’s operational procedure with
more terms. On the other hand, in order for a user with a small profile, and thus low
activity, not to be excluded at all, they can participate too but with fewer terms.

Obviously, the set of terms created for each user is a subset of that user’s profile.
Thereafter, these sets are examined and compared so that the ones with relevant terms
can be identified. If two or more such sets are found, then the respective users are
considered relevant and they are grouped together in the same community.

The following figures depict the algorithm in pseudocode (fig. 4) and a graphical
representation of the algorithm’s operational procedure (fig. 5).

3.2.3 User Comparison and Relevance

The comparison of users is performed according to the sets of terms created by the
algorithm. Again, a percentage is used as a parameter of the algorithm (relevance
percentage) to denote how similar two sets must be so as to be considered relevant.
Specifically, given two sets, say A and B, and a relevance percentage, say 7, A and B
are considered relevant if one of the following two conditions hold:
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e 7% of the terms in set A is relevant to some of the terms in B
e 1% of the terms in set B is relevant to some of the terms in A

In the followings:

IT: number of the users

i=1.1

e selection percentage of the “SHORT-TEEMS” (algorithm’s parameter)
o relevance percentage for sets (algorithm’s parameter)

for each user profile Pi{
Zi={all the “LONG-TERMS" in Pi,
the most significant 7224 of the “SHORT-TERMS™ in Pi}

¥
for each Zi {
for the rest Zj { Hi=({+1).N
Compare i to Ej;
if (Zi relevant to £j by mr2s){
Classify userj into community i;
)
}
¥
Fig. 4. Algorithm in pseudocode
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Fig. 5. Graphical representation of the algorithm’s operational procedure

Consequently, in order for two sets to be considered relevant, it suffices for these
sets to be relevant upon a percentage of their terms. In order for these conditions to be
evaluated, each term in one set must be compared to each term of the other. Of course
this induces a latency, which is partly avoided if set operations are used for checking
the similarity of two sets. However, we believe that the degree of relevance that is
finally achieved among sets, and thereafter among users, results in high-quality rec-
ommendations to the users. This quality of recommendations balances the drawback
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of the high cost of term comparisons. Furthermore, one can select the invocation times
of the algorithm so that it does not become a burden on system performance. For ex-
ample, it could be activated during certain periods of time (low user ‘traffic-jam’) and
possibly on a snapshot of the system’s data.

As it has become apparent from the preceding discussion, it is of great importance
to be able to decide when two terms might be considered relevant and how someone
could come to that conclusion. It is mentioned that the algorithm uses semantic rele-
vance and in order for this semantic relevance to be examined, a hierarchical semantic
relevance model is adopted. That means that, whenever a term is included in another
term’s thematic domain or it expresses a notion which is “equal to ” or “subsumed by”
the notion that the other term expresses, then these two terms may be considered rele-
vant. The concept of “equality” can be defined in terms of the synonymity of terms or
in terms of the same thematic domain, whereas the notion of “subsumption” can de
defined in terms of the hyponyms of a term Such a hierarchical semantic model can
be provided by thesauri or dictionaries of terms, such as WordNet [26]. It should be
mentioned here that it is possible to specify whether or not semantic relevance will be
applied by the algorithm; it is the third parameter of the algorithm. So the algorithm is
capable of functioning in two ways, one that employs semantic relevance is applied
and another that doesn’t.

Let now examine these two functional ways by means of a simple example. Con-
sider the “representative” sets for two users, which are the ones that were created
during the algorithm’s operational procedure and will form the base for user compari-
son and relevance. These sets are depicted in Figure 6 in which the bold line separates
“LONG-TERMS” from “SHORT-TERMS” and the common terms are emphasized. If
the relevance of these sets is examined by applying set intersection, then it is obvious
that these sets are not highly relevant since the common terms are really few. Specifi-
cally, since there are only three common terms to these sets, this means that user 1 is
relevant to user 2 by 3/18 = 16,67% and user 2 is relevant to user 1 by 3/12 = 25%.
Alternatively, if semantic relevance is applied, then almost all the terms in the second
user’s set are related to some terms in first user’s set (fig. 7). Now user 2 is relevant to
user 1 by 10/12 = 83,33% (25% previously) and user 1 is relevant to user 2 by 9/18 =
50% (16,67% previously).

3.2.4  Algorithm’s Complexity

In this section, we assess the complexity of the proposed algorithm. Assume that each
profile contains / “LONG-TERMS” and s “SHORT-TERMS”, hence it contains /+s
terms in total. Also assume that the total number of users is 7.

It has already been mentioned that during the algorithm’s operation some terms are
selected from each user profile and a set of terms is created for each user. This set of
terms represents the user in the rest of the procedure. These sets are created by in-
cluding the / “LONG-TERMS”, and a percentage, m, of the s “SHORT-TERMS”.
Eventually, each set contains /+s*r terms. Hence, the term selection requires
n*(l+s*n) operations.

2 A hyponym of a term is defined to be a term that expresses a more specific concept.
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Fig. 6. Comparing two users
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Fig. 7. Term relevance of two sets by applying semantic relevance

The algorithm examines all those sets, which on average contain /=/+s*rz terms.
Specifically, all the terms of each set are compared to all the terms of the rest of the
sets, where the total number of such sets is #. Each term in the first set is compared to
all the terms in the second, requiring ¢*/=¢ operations. After that, the first set is com-
pared to the third, so an overall number of #*r=¢’ operations is required. The same
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procedure is performed for all # sets. As a result, in order for the first set to be exam-
ined, an overall number of #' operations is required.

Similarly, the second set will be compared to all the remaining sets, but now the
number of sets for comparison is n-/, since the first set has already been examined.
Hence, a total number of 7 operations is required. For the third set, an overall num-
ber of /" operations is required and so on. In total, the number of operations that are
required equals: t"+t"'+...+t* or t*+t>+...+t". This can be represented by the sum of a
geometric sequence: X=a;*(L"-1)/(L-1), where a =t and L=t. Hence, the total number
of operations that are required equals Z=f*("-1)/(t-1).

Hence, that algorithm’s complexity is O(¢"). This is of course quite a large figure
for a large number of users. This is due to the exhaustive comparison that is being
performed, in order to make sure that all the terms in all sets are examined. All the
users must be exhaustively examined and compared to one another, in order for the
relevant ones to be found and grouped together in communities. The following section
presents preliminary performance results on the algorithm’s implementation.

4 Experimental Results

We have performed some preliminary experiments so as to get a notion of the algo-
rithm’s performance. In all executions the parameters of the algorithm are the same,
while the number of users increases. Particularly, the selection percentage is set to
20%, the relevance percentage to 30% and the function mode is set so as semantic
relevance is applied.ﬂ The larger a profile is, the higher the relevance percentage
should be, ranging between 20%-40% or maybe slightly more at times. Each set cre-
ated by the algorithm contains about 60 terms.

As mentioned before, the algorithm’s complexity is O(#"), which means that adding
a new user causes the execution time to rise geometrically. Figure 8 depicts a graph
that shows the execution time required in respect of the users. As the number of users
increases the execution time of the algorithm rises.

Remarkably, we notice that in a particular execution (for nine users) the execution
time instead of rising, it falls off. This is quite noteworthy and it is worth explaining.

We have seen that the algorithm exhaustively compares all the users. Thus, the first
user is compared to all the others, the second to the rest of them, and so on. If two or
more users are considered to be relevant then they are grouped together into the same
community. But, in that way, if the first user has many and various likes and interests,
then there is a high possibility for her to be considered relevant to many other users.
Therefore, all these users will be grouped together, and thus they will be excluded
from the rest of the procedure. That leads to considerable reduction of the users,
which must be furthermore compared by the algorithm.

The above analysis reveals a methodology, which could be followed in order for
the execution time to be reduced. If the profiles were sorted in ascending order ac-
cording to their size prior to the execution of the algorithm, this would result in the
aforementioned situation where users with large profiles will be examined first.

3 The selection of these values was based on experiments as well.
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Figure 9 depicts the previous graph in comparison to a new one, which shows the
execution time of the algorithm under the same circumstances as previously, but with
twice the number of terms in the sets. Execution times are higher this time, but it is
remarkable that the phenomenon, which was described above, is occurring more often.
That is expected since user profiles are almost doubled and thus users have more and
different likes.

5 Conclusions and Further Research

This paper proposes an algorithm that examines and compares all user profiles with
the goal of classifying them into communities. In order for this to be achieved, all the
sets that are created for each user are examined. The operation of the algorithm en-
sures that a user may participate in more than one community, which is really desir-
able especially for users with a great variety of interests and thus big profiles. Addi-
tionally, a user might not participate to any community, as is the case for new users,
who haven’t provided enough ratings so that a profile can be built for them, and for
users with idiomorphic likes and interests, who are not relevant to any other user. In a
nutshell, after the algorithm terminates, a user might belong to none, one or more
communities.

It is also possible that two or more users participate in the same communities. But
they are included in each one of the communities because different interests were
considered for each of the users, or because of their relevance to different users. This
is more probable to happen in the case of numerous users with big profiles and thus
many terms in them. Since the algorithm is based on the selection of a percentage of
terms, the larger the number of terms in the term sets, the higher is the possibility for
these sets to be considered relevant concerning various thematic domains and, thus,
more communities are likely to be created. Hence, the respective users will all be
classified in these communities, which is of course desirable so that the users are able
to receive recommendations from all of them.

The algorithm adequately addresses the case of idiomorphic users that may exist
and classifies them in the appropriate communities. If there is a possibility for two
users to be considered relevant, then this will be done so by the application of the
algorithm, since user relevance is based on set relevance. Set relevance is in turn
based on the semantic relevance of their terms. So, even though two particular terms
have no apparent (i.e., lexical) similarity, these terms may be closely related and may
sometimes express the same notion. For example, consider the terms ‘car’ and ‘motor
vehicle’. These terms semantically express the same concept since the term ‘car’ be-
longs to hyponyms of the term ‘motor vehicle’.

As far as the complexity of the algorithm is concerned, we argue that it is balanced
by the expected high quality and accuracy of the recommendations that are provided
and are based on the user classification into communities. Our preliminary experi-
mental results show that as new users are added the execution time of the algorithm
rises, but also reveal a methodology, which could be followed in order for these exe-
cution times to be reduced.
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We are currently investigating aspects of reducing even more the execution time
both “directly”, by means of implementation, and “indirectly”. The algorithm creates
the user communities from scratch and whenever it is applied the old communities are
destroyed. This wouldn’t be desirable, especially if new users could be accommodated
to the existing communities. Therefore, a “differential” classification algorithm could
be applied only on new users, in order for them to be grouped to existing communi-
ties. This may be performed by comparing new users to existing communities and is
feasible due to the fact that each community has its own profile, which is produced as
the union of the profiles of all users in community. So each community could be
treated as a single user and thus compared to other users. Such an algorithm is ex-
pected to have shorter execution time and could be executed more often than the algo-
rithm presented in this paper, which could be executed rarely, so as to cover the cases
in which the likes of some users already in a community have changed and are no
longer relevant to those of other users in the community.

Finally, one could investigate the case where users with huge profiles (and thus
with various and different likes) would act as anchors and organize communities
around them. That would result in having incoherent sub-communities inside a com-
munity. To deal with these cases a pre-processing of all profiles would be performed
so as to distinguish between the various sub-profiles of a user. The algorithm then
could be applied on these sub-profiles.
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