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ABSTRACT

In this paper, we describe our approach for addressng Task 1 in
the KDD CUP 2002 competition. The gproach is based on
developing and wsing an improved automatic feaure seledion
method in conjunction with traditiona classfiers. The fedure
seledion method wsed is based on capturing frequently occurring
keyword combinations (or motifs) within short segments of the
text of a document and hes proved to produce more acerate
classficaion results than approaches relying solely on wsing
keyword-based feaures.
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1. INTRODUCTION

The task addres=ed in this paper is that of developing a system to
automaticdly curate adatabase of scientific papers by analyzing a
training data set of past human curation dedsions. Sub-tasks 1
and 2 d this task (providing a ranking of the relevance of the
papers and dedding whether a paper shoud be arated or not) can
be handed dredly using a document ceaegorization framework.
With a little preprocessng, sub-task 3 (identifying whether a
particular item mentioned in a paper is related to a given concept)
can be eaily converted into a cdegorization guestion. In this
sedion we briefly describe the badground to dacument
caegorizaionand haw it fitsto al threesub-tasks.

Given a set of N training documents, a generic gproach to
document categorizaion first constructs a feaure vedor table
such as that shown in Figure 1 where eab document is
represented by a score in relation to ead of the K feaures. The
table is then used as inpu to any traditional clasdfication
algorithm to generate a ¢asdficaion model. To classfy an urseen
paper, a feaure vedor is constructed using the same set of K
feaures and then pased as inpu to the dasdficaion model.
Clealy, the success of any document categorizaion method is
closely tied to the seledion o the feaures to represent the
documentsin question, we aldressthisisauein Sedion 2
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Figure 1 A Traditional Feature Vector Table

This generic document categorizaion approach can be diredly
applied to sub-task 2 that simply requires clasdsfying a document
as belonging to either class“Y” or class “N”. Furthermore, by
choosing a dasdfier that attaches a nfidence value on the
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prediction (e.g. SYM light [1]), this generic gproach can be
diredaly used to provide a ranking of the relevance of all
documents, and hence provide an answer to sub-task 1.

The same document caegorizaion approach can aso be eaily
modified to address sib-task 3. This sub-task requires dedding
whether for a particular gene mentioned in a paper there is
evidence of any of two given types of gene products (transcripts,
and/or polypeptides) also being mentioned in the same paper. If a
document has n gene names, we can crede n virtua documents
(by dugicating the document n times in the fegure vedor table),
and thus eadt virtual document relates to a single gene/document
pair. We then trea the sub-task as two caegorizaion problems;
the first is to predict transcript association and the second is to
predict poypeptide asciation.

The virtual document approach will only work if the feaure
vedors for two virtual documents generated from the same
physicd document are sufficiently distinct. Our final approac to
choosing the feaure vedors nealy handles thisisaie.

2. KEYWORD-BASED CLASSIFIERS

We started ou investigations into al sub-tasks by generating
feaure vedors based on keywords and an SVM classfier. Two
questions arose in this case how shoud the keywords be seleded
and hav shoud they be weighed in fedure vedor table.

Our first attempt was to experiment with a simple traditiond
automatic information retrieval approach. All words appeaing in
the document set were passd through a stop-word filter to
eliminate ommon words, and then through a stemming algorithm
to reduce variants of the same word to a canonicd form. The
unique terms remaining in the final output list were then used as
thefedurelist.

Our semnd and third attempts were based on wsing domain
knowledge to chocse only relevant keywords as a basis for
constructing the feaure vedors. We experimented with lists of
keywords supdied by locd domain experts (biology postgraduate
students). We dso we used keywords extraded from evidence
files sippied with the training data. These files contain what the
human curators who suppied the training set perceved as
evidence of the gene expresson criteriafor ead paper.

Overall, for subtask 2, we experimented with fegure vedors
ranging between 200seled keywords to abou 60,000 words. In
al experiments we used a traditiona approach to weighing the
significance of ead term using TFIDF (Term Frequency/Inverse
Document Frequency) to score eabt word. Unfortunately all
experiments proved quickly to be disappadnting generating poaor
clasgfierswith acaracgy in the range of 60% on the training data.
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3. PATTERN-BASED CLASSIFIERS

An aternative goproach to addressng the airation groblem isto
develop techniques based on retural language processng (NLP)
techndogies [2]. The use of NLP techniques may offer a solution
to the problems inherent with the simple keyword-based
approach. These problems relate to the fad that the generated
feaures and consequently the generated classficaion models do
not cgpture the semantic relationship or the aciation between
the words appeaing in adocument.

Rather than attempting an NLP approadch, we dedded to use an
approach that captures the ssociation between words appeaing
in eath dacument. This is based in automaticdly identifying
frequently co-occurring locdized word petterns or motifs. By
restricting the search for these patterns to locdized parts of eah
document (e.g. a sentence or neighbouing sentences) our
approach models the @ciations between these words and
generates clasdgfiers based onthese asciations.

Our patterns are defined using regular expressons on words
automaticdly extraded from the documents. An example of one
of our patternsis:

interact\s([a-z]*(\s)+)*genexx[a-z]+\s([a-z]*(\s)+)*bind\s

This patterns describes all sentences (or groups of sentences)
having variants of the word “interad” followed by any number of
words followed by a “gene name” followed by any number of
words foll owed by variants of the word “bind’.

The first step in our approach was thus to automaticdly build a
database of patterns by scanning the training data set using a
variant of an asciation rule induction algorithm. To reduce the
size of our pattern base we first filtered ou from eadh dacument
the sentences that do nd contain either a gene name or a keyword
extraded from the evidence files. Note that when creaing the
virtual documents used in sub-task 3, we only keep the sentences
related to the gene name in question. This approach naturaly
leads to generating diff erent feaure vedors for virtual documents
creded from the same physicd document. Our implemented
pattern extrador only considered patterns that contain upto three
words. We @uld have etended this, but felt that this was
unrecessary given the exeaution time to generate the patterns.

The second step in the goproach was to dedde which patterns are
to be kept within the pattern base and wsed as feaures. This can
be dedded either by an expert or automaticdly. The alvantage of
using a regular expresson ndation is it alows the end wser to
review and updte the pattern base. In ou fina system we used a
simple frequency threshold to remove infrequent patterns.

The third step in ou approach was then to use the patterns as
fedures to construct the fedure vedor tebles, score eab
document against the patterns and pess the table & inpu to the
classficaion agorithm.

Our fina clasdfier was based on 335automaticdly extraded
patterns and provided acarragy in the range of 80% for the
training data and providing the following acaracy results on the
evaluation dcata: Ranked-list: 84%, Yes/No curate paper: 58%,
Y es/No gene prodicts: 59%.
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4, CONCLUSIONS

Throughou our study, we used a mixture of custom-built text
processng tools, data mining todls from the Kensington system
[3], and a pulicdly available toods. We eperimented with
various text pre-processng approadhes, had to hande alarge
number of files, and managed a large number of parameters. By
the end o the study we had designed a visua text mining system
that is compatible with the Kensington visua programming
paradigm, where data processng and anaysis routines are
represented as agyclic task graphs. We ae arrently evaluating the
functionality of our system.
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Figure 2 Kensington Visual Data Mining Interface
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