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ABSTRACT

In order to solve task 2 of the KDD Cup 2002 we eploited
various available information sources. In particular, use of
relational information describing the interadions among genes
and information automaticdly extraded from scientific ebstrads
improves the acaracgy of our predictions.
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1. INTRODUCTION

KDD Cup 2002task 2 asked for models that predict some spedfic
cdlular adivity (the AHR signaling pathway) of yeast after the
knockout of certain genes. For the proteins encoded by the genes,
information abou function, locdization, and protein classes were
given, as well as data dou pairwise interadions between them.
In additi on, several thousand abstrads of reseach papers onthose
genes and proteins were provided as a further source of data
More details on the task can be foundin an overview article by
Craven (thisissue).

Our solution is grealy benefiting from an approac to ded with
relational information on the interadion o genes by a
propaositiondlizaion agorithm [1]; we had used this sme
algorithm succesdully for tasks 2 and 3 d the precaling KDD
Cup 2001 We ould aciieve afurther improvement by using an
information extradion algorithm that alowed us to utili ze the
scientific ebstrads effedively.

2. PROPOSITIONALIZATION
Propgsitionalization is the process of the transformation o a
multi-relational representation o data — as it can be found in
relational databases — into the form of a single table. RELAGGS
(RELational AGGregationS) [3] computes svera joins of the
inpu tables acwording to their foreign key relationships. These
joins are mmpressed using equivalent functions to SQL avg,
count, max, min, and sum, spedfic to the data types of the table
columns, such that there remains a single row for ead example,
here for eat gene. Results of several such join compressons are
concaenated example-wise. The result is an appropriate input for
conventional data mining algorithms.

For the task at hand, we designed a new schema of a database that
could serve @ inpu for RELAGGS. We designed a table “Gene”
to contain the names of al genes that were spread over the
original tables. Information contained in the names — cf.
http://www.uni-frankfurt.de/fb15mikro/euroscarf/stra_des.html —
aswell asthe dasslabels wereincluded in thistable, seeFigure 1.
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Figure 1. Data set representation as 6 linked tables

Tables “Train-class' and “Test-instances’ (with classinformation
given after the Cup as “Test-class') are in fad materidized views
of table “Gene”, containing just the training and test examples,
respedively.

For information abou function (5 levels of hierarchy),
locdization (2 levels), and protein class(4 levels), we introduced
columns per level. These mlumns contain the gpropriate values
won from a split of the original representation o this information.
In the origina variant, values of different hierarchy level where
concaenated in aspedal way.

For interadions, we made symmetry explicit. We included a line
to state that gene B interads with gene A if there was the fad that
A interads with B contained in the origina table. We dso
included rows for certain transitivity assumptions. For instance,
for second leve interadions, we included rows that express that
gene A interads with gene C, if there ae entries for interadions
between A and B and between B and C in the original table.

RELAGGS produced joins of those tables along foreign links [4]
(indicated by the arowsin Figure 1) and compressed these mainly
by just courting the different possble values per training and test
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genelprotein, respedively. It concatenated these results and thus
finaly output a table with about 1,000 columns for further
analysis using Joachim's SYM'9" [2].

3. TEXT MINING

In order to exploit the astrads provided for anaysis, we
experimented with two dfferent approaches: text classficaion
and information extradion. Since there were many missng values
in the tables, the latter approach was espedaly intended to find
more values for function, locdizaion and protein classes.

For text clasdfication, we put together abstrads per gene, applied
a stemming algorithm, and formed a TFIDF representation as an
input to SVM"9™ The dedsion function values output by this
leaner served as an additional attribute for the rrespondng
RELAGGS results.

For information extradion, we ajain merged the astrads per
gene ad implemented a tod to efficiently find seach terms.
These were produced from the hierarchy files of possble values
for function, locdizaion, and protein classes acording to a few
simple rules, such as the aldition o plural forms to the original
lists, eg. “nuclei” in addition to “nucleus’. On finding values
from our seach term list, the crrespondng origina values were
included in the gpropriate inpu tables for RELAGGS.

4. RESULTS

As a solution for KDD Cup 2002task 2, we handed in the results
of amodd for the so-cdled “narrow classproblem” as one of the
two subtasks of task 2 that included the alditional name
information, interadion information upto the second level, and
results of information extradion. With these predictions, we could
adchieve the best result on this subtask, and with the very same
predictions, the result on the “broad classproblem” was gill good
enough for agood overall result.

With classinformation for test examples avail able now, we tried
to find ou the influence of the different experimental conditions
here. For the alditional information from gene names as well as
text clasdficdion information, we can na observe relevant
differences. However, using interadion information and data from
information extradion improved the predictive power of the
models, cf. Fig. 2and 3

5. CONCLUSION

The gproach of propgsitiondizaion in combination with text
mining tedhniques sans promising as indicaed by our
experimental results. As an addtion, we plan to perform
experiments with a m-learning algorithm.
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Figure 2. Influence of interaction information on ROCs.
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Figure 3. Influence of information extraction on ROCs.
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