The True Lift Model - A Novel Data Mining Approach to

Response Modeling in Database Marketing
Victor S.Y. Lo

Fidelity Investments
82 Devonshire Street R3D
Boston, MA 02109-3614

Victor.lo@fmr.com

ABSTRACT

In database marketing, data mining has been used extensively to
find the optimal customer targets $ as to maximize return on
investment. In particular, using marketing campaign data, models
are typicdly developed to identify charaderistics of customers
who are most likely to respond Whil e these models are helpful in
identifying the likely responders, they may be targeting customers
who have dedded to take the desirable adion a nat regardlessof
whether they receve the canpaign contad (e.g. mail, cdl). Based
on many yeas of businessexperience, we identify the gpropriate
business objedive and its associated mathematicd objedive
function. We point out that the aurrent approach is nat diredly
designed to solve the gpropriate business objedive. We then
propose a new methoddogy to identify the austomers whose
dedsions will be positively influenced by campaigns. The
proposed methoddogy is easy to implement and can be used in
conjunction with most commonly used supervised leaning
algorithms. An example using simulated data is used to ill ustrate
the proposed methoddogy. This paper may provide the database
marketing industry with a simple but significant methoddogicd
improvement and open a new area for further reseach and
development.
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1. INTRODUCTION

Among the many applications of data mining and knowledge
discovery, database marketing is a key area where scientific
methods are often applied to analyze a massve amourt of
business data (see eg. [17;19;22;32]). In the past decale, many
indwstries have aopted a data warehouwsing projed to cgpture
customer profile and interadion cata (e.g. [18,9]). This is the
criticd requirement for maximizing leanings of customers o that
companies can provide the best offers and messages to the right
customers through the right channels. Maximizing the “leaning
relationship” is a key step in customer relationship management
or one-to-one marketing [29;30]. Applications of data mining in
database marketing often require professonas with multi-
disciplinary skills (e.g. [4], p-196197) and thus have drawn
interests from professonalsin many arezs.

In order to maximize canpaign return on investment, predictive
modeling is often applied to determine the daraderistics of

customers (or prospeds) who are likely to respond wsing data
from a previous campaign. Then prior to launching the next
similar campaign, the model can be used to identify likely
responcers. This reduces the number of contads (mail s, cdls, etc.)
required to read the desirable number of responders (e.g.
[2;3;33]). Other applicaions include using predictive modeling to
determine the right offer, right message, and right channel for
eah customer (if multiple offers are tested in the previous
campaign e.g. [1]). For simplicity, we will focus on targeting the
right customers (or prospeds) in this paper whil e determining the
right treament (offer, message, and channel) may be cnsidered
as an extension.

Common types of marketing campaigns where response modeling
can be gplied include (e.g. [4], chapters 3-5):

(1) Acquisition — which prospeds are most likely to become
customers; this aso includes win-badk campaigns where
attrited customers are targeted;

(2) Development — which customers are most likely to buy
additional products (crossselling) or to incresse monetary
values (up-sdlli ng);

(3) Retention—which customers are most likely to be ‘saved’ by
a retention campaign; this esentidly identifies who have
more ‘controllable’ risks as oppased to those who will attrite
regardlessof the retention effort.

In this paper, we point out that the arrent methoddogy widely
pubished in the literature and commonly used in businessis not
diredly designed to med the desired businessobjedive. We then
propose anew and simple response modeling methoddogy that
can be used with commonly used statisticd and data mining
techniques.

This paper is organized as follows. In sedion 2 we discussthe
appropriate canpaign measurement of model effediveness and
then provide the gpropriate business objedive for respornse
modeling. Sedion 3 oulines the airrent resporse modeling
methoddogy. Sedion 4first provides the mathematicd objedive
function to med the gpropriate business objedive ad then
proposes a new methoddogy to achieve the objedion function.
Sedion 5 ses a simulated example to ill ustrate the proposed
methoddogy. Sedion 6 provides recommendations for future
reseach, followed by conclusionsin sedion 7.

2. BUSINESSOBJECTIVE

To derive the @gpropriate business objedive for resporse
modeling, we first discuss the measurement of model



effediveness in marketing campaigns. For campaign-spedfic
resporse modeling, the main pupose is to improve future
campaign return on investment. This can be acomplished by
identifying the austomers (or prospeds) who are most likely to
respond where aresponse can be acceting an dffer, increasing
revenue or sales, etc.

Table 1: Campaign measurement of model effediveness

Treament Control Incremental
e.g. mail eg. no-mall) | (treament
(egmal) | (eg ) | e
control)
Model A B A-B
Randam C D C-D
Model minus | A-C B-D (A-B)-(C-D)
random

After a modd is used for a canpaign, analysts may measure the
effediveness of the model. Table 1 shows a typicd example. In
this table, ‘Modd’ is the group d customers identified as ‘good
(e.g. likely responcers) by the model. It may be the top dedle or
top 2 a 3 dedles predicted by the model. ‘Randam’ is the group
of customers targeted randamly. ‘Treament’ is the group that
receved atreament (an offer) through dired mail, e-mail, web, or
live channel. ‘Control’ is the group similar to the treament group
but no treament is offered and their data is captured for
comparison pupose (e.g. [27]). A, B, C, and D are observed
aggregate values of a canpaign. For examples, they may represent
the mean number of sales generated, the mean new revenue
generated, or simply the mean resporse rates, i.e. they can be
continuous or propations. If A > C (statisticdly significantly), it
means that the mode is in the right diredion o targeting
customers who are likely to respond However, we would like to
see what would have happened if the astomers did na recave
the treament and that is the role of the control group.

Now let's look at the difference between ‘Treament’ and
‘Control.” If A > C and B > D (asuumed al dtatisticdly
significent) but A — B = 0 (i.e. asumed statisticdly insignificant),
it means that whil e the model is able to pick the likely responders,
it does not add any ‘value' to the canpaign. It isbecaise A —B =
0, or A=B, implies that the customers in the model-treament cdl
(where A is) recaéved the same value & those in the model-control
cdl (where B is) who dd nd receve the treament. Note that A-B
represents the treament and control difference (e.g. with and
without mail) for those identified by the model. Similarly, C-D
represents the treament and control difference for the randam
group. To claim that the model ‘works' (i.e. ‘Model’ is better than
‘Randam’), we not only require that A-B > 0 bu also that A-B >
C-D. We propose that the gpropriate measure of the gain (in
resporse rate, revenue, or saes, etc.) due to the treament is (A-B)
—(C-D). Thus, we suggest that the quantitative businessobjedive
of a model, measured by its effediveness for campaigns, is to
maximize (A-B) — (C-D), which is heredter referred to as the true
lift.

3. CURRENT METHODOLOGY

The airrent methoddogy typicdly uses the treament data to
identify charaderistics of customers who are likely to respond In
other words, for individual customer (or prospea) i LW,

E(Y; | X;; treatment) = (X)), (2)

where W = set of al customers (or prospeds), Y; = dependent
variable (e.g. respond o nat, saes, revenue, profit), Xi = (Xiy,-- -
Xip)' is a vedor of p independent variables that represent
individual charaderistics (e.g. age, income, past transadion
behavior), f(.) is the functional form of the model. For examples,
in linea regresgon, Y, is continuows, and f(.) is a linea function
of X;; in logistic regresson, Y; is binary (e.g. respond @ nat),
expeded Y; beaomes the probability that Y, = 1 (i.e. resporserate),
and f(.) isalogistic function d X; ([16]). In fad, equation (1) isa
general supervised learning model form as f(.) may be norlinea
or other complicated functions such as gep-functions (e.g.
dedsion trees sich as CART and CHAID, see[6;28]), splines
([36;38]), composite functions (e.g. multi-layer perception in
neural networks [5;12]), other neural network models (e.g.
[23;35]), mixture models (e.g. [37;12]), Bayesian models (e.g.
[13;20]), or hybrids (e.g. [11;14;26]).

In data mining, as siImmarized in Fig 1, the entire data set from a
previous campaign is usuadly divided into training (or leaning)
and hddou (or vaidation) samples. f(.) is then fitted (or trained)
using the training sample. Then the fitted model is applied to the
hadou sample for validation puposes. Examples of vaidation
include plotting the observed average values by model-based
dedle (see eg. [3;33]). Unlike in traditional statisticd modeling
where the objedive is to find the best ‘overall’ fitness measured
by the sum of squares of residuals or joint log-likelihoodfunction
of all individuds (eg. [8]), database marketers are often
interested in targeting only the ‘best’ customers or prospeds such
astop 1-3 dedles. Other related measures are mentioned in [31].

Mathematicdly, the aurrent methoddogy uses model (1) to
predict Y; for ead customer i in a new data set and then seled the
set of customers S (CJ W) that have the highest predicted Y; given
treatment, i.e.

Maximizey E(Y | X;;treatment) (2
i0s

where i denotes customer i, subjed to budyet or other resource
constraints. If Y; denotes customer profitability, this is equivalent
to maximizing the overall profit. If Y; denotes resporse rate, this
implies maximizing the sum of resporse rates. This approach has
been mentioned in vast amourt of literature such as[2;3;33].



Fig 1 Current Methodology

Previous campaign dita

4. PROPOSED METHODOLOGY

4.1 0bjedive Function

In sedion 2 we have propcsed that the gpropriate model
measure in campaigns is the difference between mode and
randam incremental (treament minus control) differences, i.e. (A-
B) —(C-D) in Table 1, or the truelift.

Note that the arrent methoddogy for objedive (2) is essntialy
maximizing the difference between the model-treament and
random-treament, i.e. A (with model) and C (randam) under the
treament column in Table 1. In order to achieve the objedive of
maximizing the true lift, (A-B) — (C-D), we shoud seled the set
of customers S (J W) that have the highest incremental
diff erences between treament and control, i.e.

Maximizey {E(Y | X;;treatment)- E(Y| X;;control)}  (3)
i0s
subjed to budyet or other resource onstraints.

Objedive (3) is equivaent to identifying the aistomers (or
prospeds) whose resporses will be positively influenced by the
treagment. Consider a simplified example, in the aitomobile
industry, a company selling high-end expensive cas uses dired
mail s to target individuals who are wedthy and currently have an
expensive ca. However, if their current car is alrealy very old,
they may dedde to replacethe ca prior to receéving a dired mail
(some dedde to bw the same ca the @mmpany is ling and
others dedde to buy other cars). On the other hand, if their current
ca isnot old enowgh, they may not consider buying a new one. In
either case, the treament response rate is not expeded to be better
than the natural resporse rate in the control group. The challenge
is to target individuals who own an expensive ca of right age so
that they will respondto the dired mail (treatment) before making
a natural dedsion (control). That is, we neel to find the
charaderistics of individuas whose dedsions will be positively
influenced by the dired mail.

4.2 Customer Development versus Acquisition

To adieve (3), we nedl to estimate both E(Y;|X;treatment) and
E(Y;|X;;control). Note that (3) reduces to (2) if E(Y;|X;;control) is
close to zero. The latter condtion may be vaid for some
aqyuisition problems. For example, in the aedit card industry,
prospeds usualy will not take the initiative to apply for a aedit
cad urlessa dired malil is recaeved (typicdly with a good dfer
such as low interest rate, low rate of balance transfer, or cash

rebate). That means, the resporse rate for the control (no mail) is
close to zeo. However, in customer development campaigns
including crosssdlling and umsdlling, customers may more likely
take the initi ative regardless of whether they receve adired mail .
For instance in retail banking, prior to the maturity of a
customer’s CD (certificae of deposit), the austomer may initiate a
transfer to a money market mutual fundto preserve the relatively
high interest income. This is not surprising gven the internal
competition between the CD and mutual fund poduwcts (e.g. [21]).
Therefore, her dedsion to transfer money to ancther product may
be made before recaving adired mail and thus, the treament and
control groups may not give any different campaign result.
Nevertheless (3) isthe gpropriate genera objedive for al types
of campaigns and is espeddly important for customer
development.

4.3Example of Logistic Regresson

We now use aspedal case of binary response variable to describe
our propcsed methoddogy. If Y; is a binary resporse variable
representing whether customer i responds to a campaign, we
consider the following set of independent variables: X, T;, and
Xi*T; where T; = 1if i isin the treament groupand = 0 if i isin
the control group. We may model the resporse rate using alinea
logistic regresson[16]:

expe + B’ Xj +y1j +0' XiT;)

R=EMIXj)= ; ;
l+exp@+ ' X +9T +0' X{Ty)

4

wheren, 80,0 areparameterbeestimated

In equation (4), o denotes the intercept, B is a vedor of
parameters measuring the main effeds of the independent
variables, y denctes the main treament effed, and & measures
additional effeds of the independent variables due to treament. In
redity, some variable reduction procedure will usualy be gplied
to narrow down the list of X;, T;, and X;*T, first before estimating
the parametersin equation (4).

Then,

R |treatment- R | control
_explaty+ X +d'X;) expe + f' X;)
S ltexp@ty+f X +0'X;) 1+expa+pfX;)

©)

That is, the parameter estimates obtained in equation (4) can be
used in equation (5) to predict the treament and control
difference in resporse rate for ead i in a new data set. Then the
data set can be sorted by the predicted dfference between
treament and control. Those with high pasitive predicted
differences will be seleded for next campaign targeting.

While eguation (4) may be new in database marketing, a similar
pradice of modeling and analysis has been applied widely in the
biomedicd clinicd trid literature (e.g. [7;10;,15;25;34]). For
example, [25] concludes that a new HIV treament is more
effedive than the traditional treament (ddl alone) for HIV-
infeded children under 3 yeas old bu nat for older children. In
clinicd trials, the objedive is usualy to measure the tregment
effed given the presence of other factors (basgline tharaderistics
such as age & treament initiation) and also passhbly determine
whether the treament effed is the same agoss various groups
(e.g. whether gender * treament is a significant interadion fador



[34]). The latter appeasto be similar to ou objedive in database
marketing. However, in clinicd trials, the objedive is to identify
risk fadors that may affed treament-response relationship while
in database marketing, it is to explicitly predict, at the individual
level, who will be more positively influenced by the treament
effed. Anather major differenceis that the number of independent
variables and the number of observations are normaly much
smaller in clinicd trial studies.

Fig 2 Propcsed Methodblogy
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4.4 Estimation and Validation Procedures

For model estimation, we use both the treament and control
groups. Fig 2 indicaes that both the training and hddou data sets
include the treament and control groups as oppased to the aurrent
methoddogy in Fig 1 where only the treament groupis used.

More generally, we propose the following procedure for
estimating E(Y;|X;; treatment) and E(Y;|X;; control) where Y; cen be
continuous or binary; and the model functional form can be lined,
linea logistic, or norlinea:

1. Include data, {Y; X} from both the treagment and control
groupsin the anaysis data set;

2. Asdgn adummy variable T; to 1 for the tregment group and
0 for the cntrol group;

3. Dividethe data set into training and hdd-out samples;

4. Further divide the training sample into two sub-samples by
T, i.e. oneistreament and the other is control;

5. Choose a variable sdedion method (or cdled feaure
extradion). In eah sub-sample (treament and control), use
the method to narrow down your list of independent

variables, X; (often an esentia step in data mining as there
are normally hundeds of independent variables);

6. Take the union d the two reduced sets of independent
variables from 5 and thus, the new X; has only q elements,
where g<original number of independent variables, p;

7. Multiply al independent variables, X;, (from step 6) by T; to
form the interadtion effeds, X;* T;;

8. Choose adata mining or statisticd technique for supervised
leaning;

9. Fit amodel using Y; as the dependent variable and X, T;, and
Xi*T; asindependent variables;

10. Use stepwise procedure (or similar modd seledion
procedure) to determine the best parsimonious model.

After the best model is sleded, we propase the following
procedure for validation using the holdou sample:

1. For ead individua in the hold-out sample, compute the
predicted values of expeded Y; for both the treament and
control, i.e. predict E(Y;|X;;treatment) and E(Y;|X;;control);

2. Subtrad the ontrol value from the treament value to
estimate the treament and control difference (in order to
adhieve objedive (3));

3. Rank and cedle the entire hold-out sample by the predicted
difference

4, In eadh dedle, compute the observed mean value of Y/'s in
the treament group and the observed mean value of Y;'s in
the control group and then take the observed dfference

5. Plot the observed dfference between treament and control
by dedl e to validate the model;

6. The epeded true lift can be measured by how much the top
dedle(s) perform better than randam using the observed
treament and control differencefrom step 6.

Wewill ill ustrative the @ove proceduresin Sedion &

The genera form of (4) and (5) is smply as follows:
ECY X)) =X T, X*T;) (6)

E(Y | X;;treatment)- E(Y | X;;control) ©)
= f1(X; ) — f0% ),
wheref(X; ) = f(X; ;. X;* T; ) wher; =1,and

fz(xi ) = f(Xl ,Ti ,Xi * TI ) WhenTi =0.

For example, if Y; is a cntinuows variable representing revenue,
we may use amulti-layer perceptron reural network with asingle
hidden layer:



Y %—sz
i =W20 ,
=11+ exp(-zj )
K *
wherezj = wy g + 5 Wy Xk
k=1

wherew,q,Wo1,... Wo 3 arethe parametergweightg linking the
biasandthe J hiddenunitsonthe hiddenayertothedependent
variableonthe outputlayer,

Wy 0, W 1j,--- Wy j aretheparametertinking the biasandthe

K input variableson theinput layerto jth hidderunit, and
X1.--Xk aretheinput variables selectedrom theoriginal set
of independetvariablesX;,T, ,andX; * T;.

If the model function cennat be written in closed form in

equations (6) and (7), a simple modificaion will be required. See
the Appendix for the case when Naive Bayesis used.

5 ASIMULATED EXAMPLE
We now ill ustrate the methoddogy with a simulation study.

5.1 The Simulated Data

We asame the following logistic models for treament and
control resporse rates:

Controlresponseate
exp(-7.5+ 0.02age+ 0.005wvealth+ 0.00155sset)

= , 8
1+ exp(-7.5+0.02age+ 0.005vealth+0.0015%3sset) ®)
Treatmentresponseate
exp(-8.0+0.04age+ 0.005wealth+0.00165sset) )

T 1+ exp(-8.0+0.04age+0.005wealth+0.00165sset)

where the independent variables are generated as foll ows:
age [ON(45,13), trade [(JBin(n=10,p=0.15),

wealth [IN(800+3age, 150F), as=t [IN(400+0.3wealth,15F),
and home value [IN(0. 7wealth, 707).

To refled redity, these variables are aeded to be crrelated with
eat ather. Other than trade, they can be jointly expressd in the
following multivariate normal form (wealth, asst, and home
value are dl in $000:

age H H45 f®® 507 152 355
- wealth Oy 5935 0rso7 150° 6,750 15,7501

asset % A52 6750 150 4,7250
Bmmevalueﬁ Fss5 15,750 4,725 70° H

Note that while home \alue is avail able for modeling, it does nat
appea in the true models in (8) and (9). Equations (8) and (9)
indicae that both tregment and control resporse rates are dfeded
by age, wedth, and asst. Addtiondly, the fad that the
coefficients of age and asset in (9) are higher than those in (8)
indicate that the differential effeds between tregment and control
appea in age and asst. In particular, older people and people
with higher assts tend to respond to the treament more likely
than peoplein the wntrol group.

Using the &ove true models, we randamly generated 10Q000
observations with 80000 from the treament group and 2Q000
from the control group.

5.2 Applying the Current Methodology

We gply the arrent methoddogy in this ®dion. First, we
randamly divide the set of 100000 simulated okservations into
training and hddou samples with 50000 ead. Using the arrent
methoddogy, we only focus on the treament data. Then, we
attempt to narrow down the set of independent variables by
generating a simple rrelation matrix between the response rate
and all five independent variables using the treament data. Due to
the high correlation (empiricd coefficient>0.85) between wealth
and home \alue and the fad that wealth has a higher correlation
with the resporse, we drop the home value variable.

Fig 3. Response rate by decile
(current methdology)
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Next, we run a stepwise linea logistic regresson d the resporse
rate on age, trade, wealth, and asst in SAS, resulting in the
following model (subscript i is omitted for convenience):
Estimatedtreatmentresponseate

exp(-6.82+ 0.0407age+ 0.00484wekh +0.00158&sset) (10)
1+ exp(-6.82+0.0407age+0.00484vealth+0.00158sset)

Then we use the &ove estimated model (10) to rank and dedle
the holdou sample. Fig 3 shows the performance in bah the
treament and control groups. The horizontal axis is the dedle
(predicted) based onthe @ove estimated model and the verticd
axis shows the observed resporse rate by dedle. The model does
perform ‘well’ in the sense of the dedining resporse rate by
dedle. In particular, the top dedle generates a treament response
rate of 0.93 compared to the randam treament resporse rate of
0.62. Note that both treament and control rates dedine by dedle.
To evauate the true lift, we subtraa the antrol rate from the
treament rate in eadh dedle & $own in Fig 4. In Fig 4, in



addition to the observed difference between treament and control
rates, we mmpute the ‘acdua’ lift that is smply the resporse rate
difference between the adua treament and control rates in (8)
and (9). The ac¢ua lift is only available through simulations but
will not be availablein pradice

Fig 4 shows that, first, the atual and otserved have similar
patterns and, seaond, both indicae that the treament minus
control lift does not dedine by dedle. In fad, the fourth and fifth
dedl es have the highest lift.

Fig 4. Lift by decile
(current methodology)
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5.3 Applying the Proposed Methodology

To apply the proposed methoddogy, we follow the estimation
procedure outlined in Sedion 44. In the training sample, we now
include both the treament and control data for modeling.
Following the estimation steps 1-4, we have T,=1 for the treatment
groupand T;=0 for the cntrol group.

Following the estimation steps 5 and 6in sedion 44, we perform
variable seledion by investigating the crrelation matrix of the
resporse rate and all five independent variables by T;. Once ajain,
due to the high correlations (empiricd coefficients>0.85) between
wealth and home \alue in bah the treament and control groups
and the fad that wealth has a higher correlation with the response
rate, we drop the home \alue variable in bah the treament and
control groups.
We then run a stepwise linea logistic regresson wsing the model
form in equation (4) in SAS, resulting in the foll owing estimated
model (subscript i is omitted for convenience):
Estimated responserate
exp(-7.60 +0.0236 age + 0.00486 wealth + 0.0016 asset
_ +0.739T +0.017 age* T)
1+ exp(-7.60 +0.0236 age + 0.00486 wealth + 0.0016 asset
+0.739T +0.017 age* T)

(11)
(12) can berewritten as:
Estimatedcontrol responseate
exp(-7.60+0.0236age+ 0.00486nealth+ 0.0016asset) 12

T1+ exp(-7.60+ 0.0236age+ 0.00486vealth+ 0.0016asset)

Fig 5. Response rate by decile
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Fig 6. Lift by decile
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Estimatedtreatmentresponseate

_ exp(-6.86+0.0406age+ 0.00486wealth+0.0016asset) 13
1+ exp(-6.86+0.0406age+ 0.00486wealth+0.0016asset) ’

Note that the estimated model in (12) and (13) is very close to the
adua mode in (8) and (9) except that the estimated modd is not
able to capture the treament and control differentia effed of
asst.

Next, in the holdou sample, we foll ow the validation steps 1-3 to
estimate the treament and control resporse rates using (12)-(13)
and then take the differenceto estimate the lift for ead individual.
We then rank and dedle the holdou sample with the estimated
treament minus control li ft.

Fig 5 shows the observed resporse rate by dedle for treament
and control, respedively. This does not show any dedining
pattern. However, foll owing the validation steps 4-6, Fig 6 shows
that the observed dfference by dedle has a dedining pattern.
Similarly for the ‘adud’ difference which is again the response
rate difference between the adua treament and control rates in
(8) and (9). In the top ckdle, the adual lift is 0.41 compared to
the average (randam) lift of 0.29. Again, in redity, ‘acua’ is not
avail able and ‘observed’ can be used to approximate the ‘acua.’

Comparing Fig 6 to Fig 4, we can remgnize the significant
improvement using the proposed methoddogy, which aims at
solving the gpropriate business problem by maximizing the
expeded true lift.



6. FUTURE RESEARCH

We hope to open an areafor acalemics and industrial participants
to improve or extend the proposed methoddogy. Thiswill further
benefit the industry of database marketing.

We have nsidered the following aress for potentia
improvement or extension:

1. Corntrol size determination. The @ntrol group tes
traditionally been used for comparison pupose only.
Marketing managers often attempt to minimize the cntrol
group size so as to maximize canpaign return. On the other
hand, statisticians need to set the gpropriate size level such
that the treament and control differences, if exist, can be
deteded with a high likelihood The propased methoddogy,
however, adds ancther requirement to the cntrol size i.e.
nat only the treament and control differences need to be
detedable, but bath treament and control groups need to be
sufficiently large for model development. Hence, the optimal
control size will need to be determined given the modeling
requirement and campaign oljedive.

2. Vaiable reduction (fedure etradion): Many variable
reduction tedhniques have been proposed for data mining
(e.g. [24]). In this paper, our modeling objedive of capturing
the differential effea of treament versus control may be a
unique problem in the aea of variable reduction. This is
equivalent to capturing the interadion effeds of treament
and aher independent variables in addition to their own
main effeds. For instance one may consider using
interadion detedion agorithms guch as decision trees (e.g.
[6;28]).

3.  Multiple treaments:. When more than ore treament (i.e.
multiple offers, channels, messages, etc.) are available, the
proposed methoddogy can be eaily extended. However,
more interadion variables will be generated which will
complicate the etimation procedure.

4. Edtimation procedure: Large-scde simulation studies may be
used to understand the robustnessof the propaosed estimation
procedure with resped to the number of independent
variables, the scde and variability of independent variables,
and correlations among independent variables. Other similar
procedures (e.g. fitting models on treament and control data
separately instead of using interadion effeds to differentiate
between treament and control) may also be studied with
rigorous gsatisticd theories and empirica simulations.

5. Vadlidation pocedure: Similar to the etimation procedure, it
would be useful to use simulation studies to examine the
sensitivity of the proposed validation grocedure to various
fadors such as the scde and variability of independent
variables.

6. Variahility of estimates: Interval estimates can be provided
for the treament and control differences using asymptotic
properties or simulations © asto assessthe variability.

7. CONCLUSION

We have presented a novel approach to response modeling in
database marketing. This has improved the airrent methoddogy
becauise it diredly addresses the objedive of maximizing the true
lift. Spedficdly, the arrent methoddogy may find the austomers

(or prospeds) who will take the desirable ation regardiessof the
treament. The proposed methoddogy, however, identifies the
customers (or prospeds) such that the incremental difference
between treament and control resporses is maximized. In ather
words, we dm at finding the daracderistics of customers (or
prospeds) whose canpaign resporse dedsions can be positively
influenced by the treament. This is particularly important for
customer development campaigns (upselli ng and crossselli ng).

The proposed methoddogy is smple and can bereaily applied in
conjunction with most commonly used linea or norlinea
modeling techniques for supervised leaning such as linea
regresson, logistic regresson, dedsion tree spline regresson,
and reural network.

We hope that this paper will open anew line of research and thus
will further benefit the database marketing industry.
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9. APPENDIX —NAIVE BAYES CASE

Naive Bayes is a relatively simple data mining tecnique.
However, by definition, it does nat have a ¢osed functional form.
As a result, equation (6) canna be explicitly written and thus
equation (7) canna be derived.

Asaime that Y; is a binary response variable representing whether
customer i responds to a canpaign, we mnsider the following set
of p independent variables: X; = (Xiy,..., Xjp)" and T; where T; = 1
if i isin the treament groupand = 0 if i isin the @ntrol group.
Additionally, P(.) denctes a probability or probability distribution
and P(].) denotes a wndtiona probability or condtiond
probability distribution.

When notreament effed is considered (subscript i is omitted for
convenience), by Bayes' theorem,
p(v| )= PXIIPY)
P(X)
p
O [TP(X; [Y)P(Y) (14
=1

since X = (Xy,..., X)', asuming condtiona independence of
Xi,..., X, given Y, the key assimption d Naive Bayes. Each
comporent in equation (14) can then be estimated empiricdly
from the training data set by generating crosstabulations of
independent variables (X' s) by resporse variable (Y).

If the objedive is only to classfy new observationsinto Y = 0 or
1, then wsing (14), the predicted oucome is smply the one
asociated with the greaer of P(Y=1|X) and P(Y=0|X), becaise
the origina dominator P(X) does not depend onY. In database
marketing, we often would like to estimate the response
probahiliti es, P(Y=1|X). This can be atieved by normalizing:



P(Y =1| X)
P(Y =1] X)
T P(Y=1| X)+P(Y =0] X)

: P(Xj |Y =1)P(Y =1)
j=1

= . (15
p p '
[TPX; 1Y =1)P(Y =1)+ [1P(X; | Y =0)P(Y = 0)
=1 j=1

With the treament effed, we am at seleding the set of customers
S that have the highest incremental differences in resporse
probability between treament and control (from objedive
function (3)):
Maximizey {P(Y =1| X;;T; =1) —=P(Y=1| X;;T; =0)}

i0s

Similar to (15), to estimate the probabiliti esin the dove objedive
function, we have (omitting subscript i for convenience):

J
P(Y=1| X, T=1)=—2L (16)
I+,

p
whereJ1 =1 P(Xj |Y=2;T=1)P(Y=1|T =1),and
j=1

p
Jy= .|‘|1P(Xj Y =0;T =1)P(Y =0|T =1);
J:

J
P(Y=1| X;T =0)=—3—, a7
J3+J4

p
WhereJ3 = P(Xj |Y=1,T=0)P(Y=1|T =0),and
j=1

p
Iy = jUlp(xj |Y =0;T =0)P(Y =0|T =0).

Each comporent in equations (16) and (17) can then be estimated
empiricdly from the training data set, condtiona on treament or
control. That is, instead o introduwcing a treament/control
dummy, T, we estimate the cndtional response probabiliti es by
generating ‘3-way crosstabulations' of independent variables
(X;"s) by resporse variable (Y) and by treament versus cortrol.
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