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ABSTRACT 

In database marketing, data mining has been used extensively to 
find the optimal customer targets so as to maximize return on 
investment. In particular, using marketing campaign data, models 
are typically developed to identify characteristics of customers 
who are most likely to respond. While these models are helpful in 
identifying the likely responders, they may be targeting customers 
who have decided to take the desirable action or not regardless of 
whether they receive the campaign contact (e.g. mail , call ). Based 
on many years of business experience, we identify the appropriate 
business objective and its associated mathematical objective 
function. We point out that the current approach is not directly 
designed to solve the appropriate business objective. We then 
propose a new methodology to identify the customers whose 
decisions will be positively influenced by campaigns. The 
proposed methodology is easy to implement and can be used in 
conjunction with most commonly used supervised learning 
algorithms. An example using simulated data is used to ill ustrate 
the proposed methodology. This paper may provide the database 
marketing industry with a simple but significant methodological 
improvement and open a new area for further research and 
development.  
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1. INTRODUCTION 
Among the many applications of data mining and knowledge 
discovery, database marketing is a key area where scientific 
methods are often applied to analyze a massive amount of 
business data (see e.g. [17;19;22;32]). In the past decade, many 
industries have adopted a data warehousing project to capture 
customer profile and interaction data (e.g. [18;9]). This is the 
criti cal requirement for maximizing learnings of customers so that 
companies can provide the best offers and messages to the right 
customers through the right channels. Maximizing the “learning 
relationship” is a key step in customer relationship management 
or one-to-one marketing [29;30]. Applications of data mining in 
database marketing often require professionals with multi -
disciplinary skill s (e.g. [4], p.196-197) and thus have drawn 
interests from professionals in many areas. 

In order to maximize campaign return on investment, predictive 
modeling is often applied to determine the characteristics of 

customers (or prospects) who are likely to respond using data 
from a previous campaign. Then prior to launching the next 
similar campaign, the model can be used to identify li kely 
responders. This reduces the number of contacts (mails, calls, etc.) 
required to reach the desirable number of responders (e.g. 
[2;3;33]). Other applications include using predictive modeling to 
determine the right offer, right message, and right channel for 
each customer (if multiple offers are tested in the previous 
campaign e.g. [1]). For simplicity, we will focus on targeting the 
right customers (or prospects) in this paper while determining the 
right treatment (offer, message, and channel) may be considered 
as an extension. 

 

Common types of marketing campaigns where response modeling 
can be applied include (e.g. [4], chapters 3-5): 

(1) Acquisition – which prospects are most likely to become 
customers; this also includes win-back campaigns where 
attrited customers are targeted; 

(2) Development – which customers are most likely to buy 
additional products (cross-selli ng) or to increase monetary 
values (up-selli ng); 

(3) Retention – which customers are most likely to be ‘saved’ by 
a retention campaign; this essentially identifies who have 
more ‘controllable’ r isks as opposed to those who will attrite 
regardless of the retention effort. 

 

In this paper, we point out that the current methodology widely 
published in the literature and commonly used in business is not 
directly designed to meet the desired business objective. We then 
propose a new and simple response modeling methodology that 
can be used with commonly used statistical and data mining 
techniques.  

This paper is organized as follows. In section 2, we discuss the 
appropriate campaign measurement of model effectiveness and 
then provide the appropriate business objective for response 
modeling. Section 3 outlines the current response modeling 
methodology. Section 4 first provides the mathematical objective 
function to meet the appropriate business objective and then 
proposes a new methodology to achieve the objection function. 
Section 5 uses a simulated example to ill ustrate the proposed 
methodology. Section 6 provides recommendations for future 
research, followed by conclusions in section 7. 

 

2. BUSINESS OBJECTIVE 
To derive the appropriate business objective for response 
modeling, we first discuss the measurement of model 
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effectiveness in marketing campaigns. For campaign-specific 
response modeling, the main purpose is to improve future 
campaign return on investment. This can be accomplished by 
identifying the customers (or prospects) who are most likely to 
respond where a response can be accepting an offer, increasing 
revenue or sales, etc. 

 

Table 1: Campaign measurement of model effectiveness 

 Treatment 

(e.g. mail ) 

Control  

(e.g. no-mail ) 

Incremental 
(treatment 
minus 
control) 

Model A B A-B 

Random C D C-D 

Model  minus 
random 

A-C B-D (A-B)-(C-D) 

  

After a model is used for a campaign, analysts may measure the 
effectiveness of the model. Table 1 shows a typical example. In 
this table, ‘Model’ is the group of customers identified as ‘good’ 
(e.g. li kely responders) by the model. It may be the top decile or 
top 2 or 3 deciles predicted by the model. ‘Random’ is the group 
of customers targeted randomly. ‘Treatment’ is the group that 
received a treatment (an offer) through direct mail , e-mail , web, or 
li ve channel. ‘Control’ is the group similar to the treatment group 
but no treatment is offered and their data is captured for 
comparison purpose (e.g. [27]). A, B, C, and D are observed 
aggregate values of a campaign. For examples, they may represent 
the mean number of sales generated, the mean new revenue 
generated, or simply the mean response rates, i.e. they can be 
continuous or proportions. If A > C (statistically significantly), it 
means that the model is in the right direction of targeting 
customers who are likely to respond. However, we would like to 
see what would have happened if the customers did not receive 
the treatment and that is the role of the control group.  

Now let’s look at the difference between ‘Treatment’ and 
‘Control.’ I f A > C and B > D (assumed all statistically 
significant) but A – B = 0 (i.e. assumed statistically insignificant), 
it means that while the model is able to pick the likely responders, 
it does not add any ‘value’ to the campaign. It is because A – B = 
0, or A=B, implies that the customers in the model-treatment cell 
(where A is) received the same value as those in the model-control 
cell (where B is) who did not receive the treatment. Note that A-B 
represents the treatment and control difference (e.g. with and 
without mail ) for those identified by the model. Similarly, C-D 
represents the treatment and control difference for the random 
group. To claim that the model ‘works’ ( i.e. ‘Model’ is better than 
‘Random’) , we not only require that A-B > 0 but also that A-B > 
C-D. We propose that the appropriate measure of the gain (in 
response rate, revenue, or sales, etc.) due to the treatment is (A-B) 
– (C-D).  Thus, we suggest that the quantitative business objective 
of a model, measured by its effectiveness for campaigns, is to 
maximize (A-B) – (C-D), which is hereafter referred to as the true 
lift . 

 

3. CURRENT METHODOLOGY 
The current methodology typically uses the treatment data to 
identify characteristics of customers who are likely to respond. In 
other words, for individual customer (or prospect) i∈W, 

E(Yi | Xi; treatment) = f(Xi),   (1) 

where W = set of all customers (or prospects), Yi = dependent 
variable (e.g. respond or not, sales, revenue, profit), Xi = (Xi1,…, 
Xip)’ is a vector of p independent variables that represent 
individual characteristics (e.g. age, income, past transaction 
behavior), f(.) is the functional form of the model. For examples, 
in linear regression, Yi is continuous, and f(.) is a linear function 
of Xi; in logistic regression, Yi is binary (e.g. respond or not), 
expected Yi becomes the probabilit y that YI = 1 (i.e. response rate), 
and f(.) is a logistic function of Xi ([16]). In fact, equation (1) is a 
general supervised learning model form as f(.) may be nonlinear 
or other complicated functions such as step-functions (e.g. 
decision trees such as CART and CHAID, see [6;28]), splines 
([36;38]),  composite functions (e.g. multi -layer perception in 
neural networks [5;12]), other neural network models (e.g. 
[23;35]), mixture models (e.g. [37;12]), Bayesian models (e.g. 
[13;20]), or hybrids (e.g. [11;14;26]). 

In data mining, as summarized in Fig 1, the entire data set from a 
previous campaign is usually divided into training (or learning) 
and holdout (or validation) samples. f(.) is then fitted (or trained) 
using the training sample. Then the fitted model is applied to the 
holdout sample for validation purposes. Examples of validation 
include plotting the observed average values by model-based 
decile (see e.g. [3;33]). Unlike in traditional statistical modeling 
where the objective is to find the best ‘overall ’ fitness measured 
by the sum of squares of residuals or joint log-likelihood function 
of all  individuals (e.g. [8]), database marketers are often 
interested in targeting only the ‘best’ customers or prospects such 
as top 1-3 deciles.  Other related measures are mentioned in [31].  

 

Mathematically, the current methodology uses model (1) to 
predict Yi for each customer i in a new data set and then select the 
set of customers S (⊆ W) that have the highest predicted Yi given 
treatment, i.e.  

 

)2(∑
∈Si

ii treatment);X|E(YMaximize

 

where i denotes customer i, subject to budget or other resource 
constraints. If Yi denotes customer profitabilit y, this is equivalent 
to maximizing the overall profit. If Yi denotes response rate, this 
implies maximizing the sum of response rates. This approach has 
been mentioned in vast amount of literature such as [2;3;33].   
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4. PROPOSED METHODOLOGY 
4.1 Objective Function 
In section 2, we have proposed that the appropriate model 
measure in campaigns is the difference between model and 
random incremental (treatment minus control) differences, i.e. (A-
B) – (C-D) in Table 1, or the true lift . 

Note that the current methodology for objective (2) is essentially 
maximizing the difference between the model-treatment and 
random-treatment, i.e. A (with model) and C (random) under the 
treatment column in Table 1. In order to achieve the objective of 
maximizing the true lift , (A-B) – (C-D), we should select the set 
of customers S (⊆ W) that have the highest incremental 
differences between treatment and control, i.e. 

)3(control)};X|E(Ytreatment);X|{E(YMaximize ii
Si

ii −∑
∈

 

subject to budget or other resource constraints.  

Objective (3) is equivalent to identifying the customers (or 
prospects) whose responses will be positively influenced by the 
treatment. Consider a simpli fied example, in the automobile 
industry, a company selli ng high-end expensive cars uses direct 
mails to target individuals who are wealthy and currently have an 
expensive car. However, if their current car is already very old, 
they may decide to replace the car prior to receiving a direct mail 
(some decide to buy the same car the company is selli ng and 
others decide to buy other cars). On the other hand, if their current 
car is not old enough, they may not consider buying a new one. In 
either case, the treatment response rate is not expected to be better 
than the natural response rate in the control group. The challenge 
is to target individuals who own an expensive car of right age so 
that they will respond to the direct mail (treatment) before making 
a natural decision (control). That is, we need to find the 
characteristics of individuals whose decisions will be positively 
influenced by the direct mail . 

4.2 Customer Development versus Acquisition 
To achieve (3), we need to estimate both E(Yi|Xi;treatment) and 
E(Yi|Xi;control). Note that (3) reduces to (2) if E(Yi|Xi;control) is 
close to zero. The latter condition may be valid for some 
acquisition problems. For example, in the credit card industry, 
prospects usually will not take the initiative to apply for a credit 
card unless a direct mail i s received (typically with a good offer 
such as low interest rate, low rate of balance transfer, or cash 

rebate). That means, the response rate for the control (no mail ) is 
close to zero. However, in customer development campaigns 
including cross-selli ng and upselli ng, customers may more likely 
take the initiative regardless of whether they receive a direct mail . 
For instance, in retail banking, prior to the maturity of a 
customer’s CD (certificate of deposit), the customer may initiate a 
transfer to a money market mutual fund to preserve the relatively 
high interest income. This is not surprising given the internal 
competition between the CD and mutual fund products (e.g. [21]). 
Therefore, her decision to transfer money to another product may 
be made before receiving a direct mail and thus, the treatment and 
control groups may not give any different campaign result. 
Nevertheless, (3) is the appropriate general objective for all types 
of campaigns and is especially important for customer 
development. 

4.3 Example of Logistic Regression 
We now use a special case of binary response variable to describe 
our proposed methodology. If Yi is a binary response variable 
representing whether customer i responds to a campaign, we 
consider the following set of independent variables: Xi, Ti, and 
Xi*Ti where Ti = 1 if i is in the treatment group and = 0 if i is in 
the control group. We may model the response rate using a linear 
logistic regression [16]: 
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In equation (4), α denotes the intercept, β is a vector of 
parameters measuring the main effects of the independent 
variables, γ denotes the main treatment effect, and δ measures 
additional effects of the independent variables due to treatment. In 
reality, some variable reduction procedure will usually be applied 
to narrow down the list of Xi, Ti, and Xi*Ti first before estimating 
the parameters in equation (4). 

Then, 
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That is, the parameter estimates obtained in equation (4) can be 
used in equation (5) to predict the treatment and control 
difference in response rate for each i in a new data set. Then the 
data set can be sorted by the predicted difference between 
treatment and control. Those with high positive predicted 
differences will be selected for next campaign targeting. 

While equation (4) may be new in database marketing, a similar 
practice of modeling and analysis has been applied widely in the 
biomedical clinical trial lit erature (e.g. [7;10;15;25;34]). For 
example, [25] concludes that a new HIV treatment is more 
effective than the traditional treatment (ddI alone) for HIV-
infected children under 3 years old but not for older children. In 
clinical trials, the objective is usually to measure the treatment 
effect given the presence of other factors (baseline characteristics 
such as age at treatment initiation) and also possibly determine 
whether the treatment effect is the same across various groups 
(e.g. whether gender * treatment is a significant interaction factor 

Previous campaign data

Control Treatment

Training 
data set

Holdout
data set

Fig 1. Current Methodology

Model
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[34]). The latter appears to be similar to our objective in database 
marketing. However, in clinical trials, the objective is to identify 
risk factors that may affect treatment-response relationship while 
in database marketing, it is to explicitly predict, at the individual 
level, who will be more positively influenced by the treatment 
effect. Another major difference is that the number of independent 
variables and the number of observations are normally much 
smaller in clinical trial studies. 

 

 

 

 

 

4.4 Estimation and Validation Procedures 
For model estimation, we use both the treatment and control 
groups. Fig 2 indicates that both the training and holdout data sets 
include the treatment and control groups as opposed to the current 
methodology in Fig 1 where only the treatment group is used.  

More generally, we propose the following procedure for 
estimating E(Yi|Xi;treatment) and E(Yi|Xi;control) where Yi can be 
continuous or binary; and the model functional form can be linear, 
linear logistic, or nonlinear: 

1. Include data, {Yi,Xi} from both the treatment and control 
groups in the analysis data set; 

2. Assign a dummy variable Ti to 1 for the treatment group and  
0 for the control group; 

3. Divide the data set into training and hold-out samples; 

4. Further divide the training sample into two sub-samples by 
Ti, i.e. one is treatment and the other is control; 

5. Choose a variable selection method (or called feature 
extraction). In each sub-sample (treatment and control), use 
the method to narrow down your li st of independent 

variables, Xi (often an essential step in data mining as there 
are normally hundreds of independent variables); 

6. Take the union of the two reduced sets of independent 
variables from 5 and thus, the new Xi has only q elements, 
where q<original number of independent variables, p; 

7. Multiply all i ndependent variables, Xi, (from step 6) by Ti to 
form the interaction effects, Xi*Ti; 

8. Choose a data mining or statistical technique for supervised 
learning; 

9. Fit a model using Yi as the dependent variable and Xi, Ti, and 
Xi*Ti as independent variables; 

10. Use stepwise procedure (or similar model selection 
procedure) to determine the best parsimonious model. 

After the best model is selected, we propose the following 
procedure for validation using the holdout sample: 

1. For each individual in the hold-out sample, compute the 
predicted values of expected Y i for both the treatment and 
control, i.e. predict E(Yi|Xi;treatment) and E(Yi|Xi;control); 

2. Subtract the control value from the treatment value to 
estimate the treatment and control difference (in order to 
achieve objective (3)); 

3. Rank and decile the entire hold-out sample by the predicted 
difference; 

4. In each decile, compute the observed mean value of Yi’ s in 
the treatment group and the observed mean value of Yi’ s in 
the control group and then take the observed difference; 

5. Plot the observed difference between treatment and control 
by decile to validate the model; 

6. The expected true lift can be measured by how much the top 
decile(s) perform better than random using the observed 
treatment and control difference from step 6. 

We will ill ustrative the above procedures in Section 5. 

 

The general form of (4) and (5) is simply as follows: 

0.Twhen)T*X,T,f(X)(Xf

and1,Twhen)T*X,T,f(X)(Xfwhere

),(Xf)(Xf
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For example, if Yi is a continuous variable representing revenue, 
we may use a multi -layer perceptron neural network with a single 
hidden layer: 

Previous campaign data

Control        Treatment

Training 
data set

Holdout
data set

Fig 2. Proposed Methodology

Model
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If the model function cannot be written in closed form in 
equations (6) and (7), a simple modification will be required. See 
the Appendix for the case when Naïve Bayes is used. 

 

 

5. A SIMULATED EXAMPLE 
We now ill ustrate the methodology with a simulation study. 

 

5.1 The Simulated Data 
 

We assume the following logistic models for treatment and 
control response rates: 

)8(,

rateresponseControl

asset)0.00155wealth0.005age0.02exp(-7.51

asset)0.00155wealth0.005age0.02exp(-7.5

++++
+++=

 

).9(

rateresponseTreatment

asset)0.00165wealth0.005age0.04exp(-8.01

asset)0.00165wealth0.005age0.04exp(-8.0

++++
+++=

 

where the independent variables are generated as follows: 

age ∼ N(45,132), trade ∼ Bin(n=10,p=0.15), 

wealth ∼ N(800+3age,1502), asset ∼ N(400+0.3wealth,1502), 

and home value ∼ N(0.7wealth,702). 

To reflect reality, these variables are created to be correlated with 
each other. Other than trade, they can be jointly expressed in the 
following multivariate normal form (wealth, asset, and home 
value are all i n $000): 
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Note that while home value is available for modeling, it does not 
appear in the true models in (8) and (9). Equations (8) and (9) 
indicate that both treatment and control response rates are affected 
by age, wealth, and asset. Additionally, the fact that the 
coeff icients of age and asset in (9) are higher than those in (8) 
indicate that the differential effects between treatment and control 
appear in age and asset. In particular, older people and people 
with higher assets tend to respond to the treatment more likely 
than people in the control group. 

Using the above true models, we randomly generated 100,000 
observations with 80,000 from the treatment group and 20,000 
from the control group. 

5.2 Applying the Current Methodology 
 

We apply the current methodology in this section. First, we 
randomly divide the set of 100,000 simulated observations into 
training and holdout samples with 50,000 each. Using the current 
methodology, we only focus on the treatment data. Then, we 
attempt to narrow down the set of independent variables by 
generating a simple correlation matrix between the response rate 
and all five independent variables using the treatment data. Due to 
the high correlation (empirical coeff icient>0.85) between wealth 
and home value and the fact that wealth has a higher correlation 
with the response, we drop the home value variable. 

 

 

Next, we run a stepwise linear logistic regression of the response 
rate on age, trade, wealth, and asset in SAS, resulting in the 
following model (subscript i is omitted for convenience): 

)10(

rateresponsetreatmentEstimated

asset)0.00158wealth0.00484age0.0407exp(-6.821

asset)0.00158lth0.00484weaage0.0407exp(-6.82

++++
+++=

 

Then we use the above estimated model (10) to rank and decile 
the holdout sample. Fig 3 shows the performance in both the 
treatment and control groups. The horizontal axis is the decile 
(predicted) based on the above estimated model and the vertical 
axis shows the observed response rate by decile. The model does 
perform ‘well ’ in the sense of the declining response rate by 
decile. In particular, the top decile generates a treatment response 
rate of 0.93 compared to the random treatment response rate of 
0.62. Note that both treatment and control rates decline by decile. 
To evaluate the true lift , we subtract the control rate from the 
treatment rate in each decile as shown in Fig 4. In Fig 4, in 

Fig 3. Response rate by decile 
(current methdology)
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addition to the observed difference between treatment and control 
rates, we compute the ‘actual’ li ft that is simply the response rate 
difference between the actual treatment and control rates in (8) 
and (9). The actual li ft is only available through simulations but 
will not be available in practice. 

Fig 4 shows that, first, the actual and observed have similar 
patterns and, second, both indicate that the treatment minus 
control li ft does not decline by decile. In fact, the fourth and fifth 
deciles have the highest li ft.  

 

5.3 Applying the Proposed Methodology 
 

To apply the proposed methodology, we follow the estimation 
procedure outlined in Section 4.4. In the training sample, we now 
include both the treatment and control data for modeling. 
Following the estimation steps 1-4, we have Ti=1 for the treatment 
group and Ti=0 for the control group. 

Following the estimation steps 5 and 6 in section 4.4, we perform 
variable selection by investigating the correlation matrix of the 
response rate and all five independent variables by Ti. Once again, 
due to the high correlations (empirical coeff icients>0.85) between 
wealth and home value in both the treatment and control groups 
and the fact that wealth has a higher correlation with the response 
rate, we drop the home value variable in both the treatment and 
control groups. 

We then run a stepwise linear logistic regression using the model 
form in equation (4) in SAS, resulting in the following estimated 
model (subscript i is omitted for convenience): 
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 T)*age0.017T0.739

asset0.001wealth0.0048age 0.0236exp(-7.60

 T)*age0.017T0.739
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(11) can be rewritten as: 

)12(,

rateresponsecontrolEstimated

asset)0.0016wealth0.00486age0.0236exp(-7.601
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).13(

rateresponsetreatmentEstimated

asset)0.0016wealth0.00486age0.0406exp(-6.861

asset)0.0016wealth0.00486age0.0406exp(-6.86

++++
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Note that the estimated model in (12) and (13) is very close to the 
actual model in (8) and (9) except that the estimated model is not 
able to capture the treatment and control differential effect of 
asset. 

Next, in the holdout sample, we follow the validation steps 1-3 to 
estimate the treatment and control response rates using (12)-(13) 
and then take the difference to estimate the li ft for each individual. 
We then rank and decile the holdout sample with the estimated 
treatment minus control li ft. 

Fig 5 shows the observed response rate by decile for treatment 
and control, respectively. This does not show any declining 
pattern. However, following the validation steps 4-6, Fig 6 shows 
that the observed difference by decile has a declining pattern. 
Similarly for the ‘actual’ difference which is again the response 
rate difference between the actual treatment and control rates in 
(8) and (9). In the top decile, the actual li ft is 0.41 compared to 
the average (random) li ft of 0.29. Again, in reality, ‘actual’ is not 
available and ‘observed’ can be used to approximate the ‘actual.’  

Comparing Fig 6 to Fig 4, we can recognize the significant 
improvement using the proposed methodology, which aims at 
solving the appropriate business problem by maximizing the 
expected true lift . 

 

Fig 4. Lift by decile 
(current methodology)
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Fig 5. Response rate by decile 
(proposed methodology)
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Fig 6. Lift by decile 
(proposed methodology)
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6. FUTURE RESEARCH 
We hope to open an area for academics and industrial participants 
to improve or extend the proposed methodology. This will further 
benefit the industry of database marketing. 

We have considered the following areas for potential 
improvement or extension: 

1. Control size determination: The control group has 
traditionally been used for comparison purpose only. 
Marketing managers often attempt to minimize the control 
group size so as to maximize campaign return. On the other 
hand, statisticians need to set the appropriate size level such 
that the treatment and control differences, if exist, can be 
detected with a high likelihood. The proposed methodology, 
however, adds another requirement to the control size, i.e. 
not only the treatment and control differences need to be 
detectable, but both treatment and control groups need to be 
suff iciently large for model development. Hence, the optimal 
control size will need to be determined given the modeling 
requirement and campaign objective. 

2. Variable reduction (feature extraction): Many variable 
reduction techniques have been proposed for data mining 
(e.g. [24]). In this paper, our modeling objective of capturing 
the differential effect of treatment versus control may be a 
unique problem in the area of variable reduction. This is 
equivalent to capturing the interaction effects of treatment 
and other independent variables in addition to their own 
main effects. For instance, one may consider using 
interaction detection algorithms such as decision trees (e.g. 
[6;28]). 

3. Multiple treatments: When more than one treatment (i.e. 
multiple offers, channels, messages, etc.) are available, the 
proposed methodology can be easily extended. However, 
more interaction variables will be generated which will 
complicate the estimation procedure. 

4. Estimation procedure: Large-scale simulation studies may be 
used to understand the robustness of the proposed estimation 
procedure with respect to the number of independent 
variables, the scale and variabilit y of independent variables, 
and correlations among independent variables. Other similar 
procedures (e.g. fitting models on treatment and control data 
separately instead of using interaction effects to differentiate 
between treatment and control) may also be studied with 
rigorous statistical theories and empirical simulations. 

5. Validation procedure: Similar to the estimation procedure, it 
would be useful to use simulation studies to examine the 
sensitivity of the proposed validation procedure to various 
factors such as the scale and variabilit y of independent 
variables.  

6. Variabilit y of estimates: Interval estimates can be provided 
for the treatment and control differences using asymptotic 
properties or simulations so as to assess the variabilit y. 

 

7. CONCLUSION 
We have presented a novel approach to response modeling in 
database marketing. This has improved the current methodology 
because it directly addresses the objective of maximizing the true 
lift . Specifically, the current methodology may find the customers 

(or prospects) who will t ake the desirable action regardless of the 
treatment. The proposed methodology, however, identifies the 
customers (or prospects) such that the incremental difference 
between treatment and control responses is maximized. In other 
words, we aim at finding the characteristics of customers (or 
prospects) whose campaign response decisions can be positively 
influenced by the treatment. This is particularly important for 
customer development campaigns (upselli ng and cross-selli ng). 

The proposed methodology is simple and can be readily applied in 
conjunction with most commonly used linear or nonlinear 
modeling techniques for supervised learning such as linear 
regression, logistic regression, decision tree, spline regression, 
and neural network. 

We hope that this paper will open a new line of research and thus 
will further benefit the database marketing industry. 
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9. APPENDIX – NAÏVE BAYES CASE 
Naïve Bayes is a relatively simple data mining technique. 
However, by definition, it does not have a closed functional form. 
As a result, equation (6) cannot be explicitl y written and thus 
equation (7) cannot be derived.  

Assume that Yi is a binary response variable representing whether 
customer i responds to a campaign, we consider the following set 
of p independent variables: Xi = (Xi1,…, Xip)’ and Ti where Ti = 1 
if i is in the treatment group and = 0 if i is in the control group. 
Additionally, P(.) denotes a probabilit y or probabilit y distribution 
and P(.|.) denotes a conditional probabilit y or conditional 
probabilit y distribution. 

When no treatment effect is considered (subscript i is omitted for 
convenience), by Bayes’ theorem, 

)14(,|∏
=

∝

=

p

1j
j P(Y) Y)P(X             

 
P(X)

Y)P(Y)|P(X
  X)|P(Y

 

since X = (X1,…, Xp)’ , assuming conditional independence of 
X1,…, Xp given Y, the key assumption of Naïve Bayes. Each 
component in equation (14) can then be estimated empirically 
from the training data set by generating cross-tabulations of 
independent variables (Xj’ s) by response variable (Y).  

If the objective is only to classify new observations into Y = 0 or 
1, then using (14), the predicted outcome is simply the one 
associated with the greater of P(Y=1|X) and P(Y=0|X), because 
the original dominator P(X) does not depend on Y. In database 
marketing, we often would like to estimate the response 
probabiliti es, P(Y=1|X). This can be achieved by normalizing: 
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With the treatment effect, we aim at selecting the set of customers 
S that have the highest incremental differences in response 
probabilit y between treatment and control (from objective 
function (3)): 
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Similar to (15), to estimate the probabiliti es in the above objective 
function, we have (omitting subscript i for convenience): 
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Each component in equations (16) and (17) can then be estimated 
empirically from the training data set, conditional on treatment or 
control. That is, instead of introducing a treatment/control 
dummy, T, we estimate the conditional response probabiliti es by 
generating ‘3-way cross-tabulations’ of independent variables 
(Xj’ s) by response variable (Y) and by treatment versus control. 
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